Dynamical control of accuracy in the fuzzy Runge-Kutta methods to estimate the solution of a fuzzy differential equation
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Abstract
In this paper, a reliable scheme is proposed to solve fuzzy differential equations by fuzzy Runge-Kutta method of order m. For this purpose, the stochastic arithmetic and CESTAC method are applied to validate the results. In order to implement the C++ codes, the CADNA library is used. In this case, the optimal step size is found. The examples illustrate the efficiency and importance of using the stochastic arithmetic in place of the floating-point arithmetic.
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1 Introduction

One of the important topics in fuzzy mathematics and its applications is to solve fuzzy differential equations (FDEs) based on the definition of fuzzy derivative [7], [14], [15], [26], [27], [30]. One of the fundamental difference schemes to solve FDEs is Runge-Kutta methods which play the important role in numerical methods of solving ordinary differential equations [8], [16], [19], [21], [23], [36], [38]. In recent years, some works were done to solve FDEs, for example, Abbasbandy and Allahviranloo [6], Ghazanfari and Shakerami [20], Jayakumar etal. [24], Palligkinis etal. [31], Pederson and Sambandham [32],[33] worked on fuzzy differential equations via Runge-Kutta methods by converting the FDEs to two crisp ordinary differential equations. In all of these works, the results have been provided by the packages like Matlab based on the floating-point arithmetic. In this case, the validity and accuracy of the results are compared with the exact solution. Only the FDEs with having the exact solution are solved. The floating-point arithmetics and the mathematical packages are not able to rely the results and detect any instabilities during the run of the program. Also, in this arithmetic, it is not possible to find the optimal step size and it is necessary to consider a tolerance of accuracy like ε in the termination criterion. It is important computationally, it is possible to validate the results and control the variations of the step size in iterative methods and find the optimal results to ensure that based on the machine accuracy the final solution, the number of iterations and the step size are optimized and can not be improved in the sequel of performing the code. There are two kinds of errors in numerical methods for solving ordinary differential equations. The error of the method (or truncation error) which depends on the order of the method and decreases when the step size is decreased. On the contrary, the round-off error which generally increases (due to error propagation) when the step size is decreased more than a certain value. Hence, a
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2 Preliminaries

In section 2, the basic definitions of fuzzy numbers and fuzzy sets are presented, also brief description of fuzzy arithmetic. Applications) library [25]. By applying the new arithmetic, the optimal iterate of the fuzzy Runge-Kutta methods can be dynamically computed to solve a given FDEs and its accuracy can be estimated based on the discrete stochastic arithmetic which is called the stochastic arithmetic [39]-[42]. In order to implement this arithmetic, it must be written des arrondis de calculs.) method [10]-[12],[17] and the CADNA (Control of Accuracy and Debugging for Numerical Algorithms) library [25]. By applying the new arithmetic, the optimal iterate of the fuzzy Runge-Kutta methods can be dynamically computed and its accuracy can be estimated. Also, the optimal step size is determined, the optimal solution at a given point is evaluated and the results are validated. Until now some works were done on the stochastic arithmetic to control the accuracy and validate the results of the numerical algorithms such as [1]-[5],[18],[28],[29].

In this work, by using the CADNA library, the optimal solution and step size of the Runge-Kutta method of order m are dynamically computed to solve a given FDEs and its accuracy can be estimated based on the discrete stochastic arithmetic.

In section 2, the basic definitions of fuzzy numbers and fuzzy sets are presented, also brief description of fuzzy arithmetic to validate the results of the numerical algorithms such as [1]-[5],[18],[28],[29].

3. A crisp number \( a \) is a closed bounded interval which is denoted by \([a_1,a_2]\). The graph of a crisp number is a triangle based on the interval \([a_1,a_2]\) and vertex at \(x = a_2\).

4. A triangular fuzzy number, \( v \), is defined by three numbers \( a_1 \), \( a_2 \), and \( a_3 \) for which

\[
(1) v > 0 \text{ if } a_1 > 0; \quad (2) v \geq 0 \text{ if } a_1 \geq 0; \quad (3) v < 0 \text{ if } a_3 < 0; \quad \text{and} \quad (4) v \leq 0 \text{ if } a_3 \leq 0.
\]

Let \( E \) be a set of all upper semi-continuous normal convex fuzzy numbers with bounded \( r \)-level intervals. It means that if \( v \in E \) then the \( r \)-level set

\[
[v]_r = \{ s \mid v(s) \geq r \}, 0 < r \leq 1,
\]

is a closed bounded interval which is denoted by \([v]_r = [v_1(r),v_2(r)]\).
Definition 2.3. For arbitrary fuzzy numbers \( u = (\mu(r), \bar{\mu}(r)) \) and \( v = (\nu(r), \bar{\nu}(r)) \) the quantity

\[
D_H(u, v) = \sup_{0 \leq r \leq 1} \max\{|\mu(r) - \nu(r)|, |\bar{\mu}(r) - \bar{\nu}(r)|\},
\]

is the distance between \( u \) and \( v \). and the \( D_H \) is Hausdorff distance.

The function \( D(u, v) \) is a metric on \( E^1 \). This metric function is equivalent to the one used by Puri and Ralescu [34] and Kaleva [26],[27]. It is shown [35] that \( (E^1, D) \) is a complete metric space.

Definition 2.4. A function \( f : \mathbb{R} \rightarrow E^1 \) is called a fuzzy function. If for arbitrary fixed \( t_0 \in \mathbb{R} \) and \( \varepsilon > 0 \), a \( \delta > 0 \) such that

\[
|t - t_0| < \delta \Rightarrow D(f(t), f(t_0)) < \varepsilon,
\]

exists, \( f \) is said to be continuous.

The concept of fuzzy differentiation was introduced by Dubois and Prade [14], Puri and Ralescu [34] proposed two approaches for finding the fuzzy derivative. The first, based on the H-difference notation regards \( E^1 \) as a universe. The second approach was also suggested by Goetschel and Voxman [22].

Suppose that \( y : I \rightarrow E^1 \) is a fuzzy function. The parametric form of \( y(t) \) is represented by

\[
y(t)_r = [y_1(t, r), y_2(t, r)], t \in I, r \in (0, 1],
\]

where \( I \) is a real interval. The Seikkala derivative \( y'(t) \) of a fuzzy function \( y(t) \) is defined by [37]

\[
y'(t)_r = [y'_1(t, r), y'_2(t, r)], t \in I, r \in (0, 1],
\]

provided that this equation defines a fuzzy number. In the sequel, the Seikkala derivative is considered.

2.1 Fuzzy Cauchy problem

Consider the following fuzzy initial value problem (FIVP)[20],[24],[30]

\[
y' = f(t, y(t)), y(0) = y_0, t \in I = [0, T].
\]

where \( f \) is a continuous mapping from \( E^1 \) into \( E^1 \) and \( y_0 \in E^1 \) with \( r \)-levels sets

\[
y(r)_t = [y_1(0; r), y_2(0; r)], r \in (0, 1].
\]

The extension principle of Zadeh leads to the following definition of \( f(y(t)) \) when \( y(t) \) is a fuzzy number:

\[
f(y(t))_s = \sup_{\tau} \{y(\tau) | s = f(\tau)\}, s \in R.
\]

From this, it follows that

\[
[f(y(t))_r] = [f_1(y; r), f_2(y; r)], r \in (0, 1],
\]

where

\[
f_1(y; r) = \min\{f(u) | u \in [y_1(t; r), y_2(t; r)]\},
\]

\[
f_2(y; r) = \max\{f(u) | u \in [y_1(t; r), y_2(t; r)]\}.
\]

The mapping \( f(y) \) is a fuzzy function and the derivative \( f'(y) \) [37] is defined by

\[
[f'(y(t))_r] = [f'_1(y; r), f'_2(y; r)], t \in I, r \in (0, 1],
\]

provided that this equation determines the fuzzy number \( f'(y) \in E^1 \), where

\[
f'_1(y; r) = \min\{f'(u) | u \in [y_1(t; r), y_2(t; r)]\},
\]

\[
f'_2(y; r) = \max\{f'(u) | u \in [y_1(t; r), y_2(t; r)]\}.
\]
Sufficient conditions for the existence of a unique solution to Eq. (2.5) is that \( f \) satisfies the Lipschitz condition

\[
\|f(y) - f(z)\| \leq L\|y - z\|, \quad L \geq 0.
\]  

(2.10)

We may replace Eq. (2.5) by the equivalent system

\[
\begin{align*}
y'(t; r) &= f_i(y(t)) = f_1(y;r) = F(y(t;r), \tilde{y}(t;r)), y(0, r) = y_0(r), \\
y'(t; r) &= \tilde{F}(y(t)) = f_2(y;r) = G(y(t;r), \tilde{y}(t;r)), \tilde{y}(0, r) = \tilde{y}_0(r),
\end{align*}
\]

for \( r \in (0, 1] \).

2.2 Fuzzy Runge-Kutta method

We consider fuzzy initial value problem (FIVP) (5) with step-size \( h = T/N \) and grid points

\[
t_j = jh, \quad j = 0, 1, ..., N.
\]

(2.12)

where \( \dot{\cdot} \) denotes Seikkala differentiation.

Let the exact solution \( [Y(t)]_r = [Y_1(t;r), Y_2(t;r)] \) be approximated by \([y(t)]_r = [y_1(t;r), y_2(t;r)]\). For Runge-Kutta of order \( m \), let [20],[24]

\[
\begin{align*}
y_1(t_{n+1}; r) - y_1(t_n; r) &= \sum_{i=1}^{m} w_i k_i(t_n, y(t_n; r)), \\
y_2(t_{n+1}; r) - y_2(t_n; r) &= \sum_{i=1}^{m} w_i k_i(t_n, y(t_n; r)),
\end{align*}
\]

(2.13)

where the \( w_i \) are constants and

\[
[k_i(t, y(t; r))]_r = [k_{i;1}(t, y(t, r)), k_{i;2}(t, y(t, r))], \quad i = 1, 2, ..., m
\]

(2.14)

Equation (2.13) is to be exact for powers of \( h \) through \( h^m, m \geq 1 \). Therefore, the truncation error \( T_m \) can be written as [6]

\[
T_m(h) = \gamma_m h^{m+1} + O(h^{m+2}),
\]

(2.15)

If the term \( O(h^{m+2}) \) is small compared with \( \gamma_m h^{m+1} \) as we expect it will be if \( h \) is small, then the bound on \( \gamma_m h^{m+1} \) will usually be a bound on the error as a whole.

3 Main idea

Let \( \tilde{x} = (\tilde{x}(r), \bar{x}(r)) \) be a fuzzy number in \( E^1 \). Then, \( \tilde{x} \) is represented as \( X = (X(r), \bar{X}(r)), 0 \leq r \leq 1 \) in the computer. It can be shown that:

\[
\begin{align*}
\frac{X(r)}{\bar{X}(r)} &= \tilde{x}(r) - e_1 2^{-p} g, \\
\frac{X(r)}{\bar{X}(r)} &= \bar{x}(r) - e_2 2^{-p} \bar{g},
\end{align*}
\]

(3.16)

where, \( e_1 \) and \( e_2 \) are the signs of \( x(r) \) and \( \bar{x}(r) \) respectively and \( 2^{-p} g \) and \( 2^{-p} \bar{g} \) are the lost part of the mantissa due to round-off error and \( E_1 \) and \( E_2 \) are the binary exponents of the results. In single precision case, \( P = 24 \) and \( -1 \leq g, \bar{g} \leq 1 \). In the CESTAC method, \( \alpha \) and \( \bar{\alpha} \) in (3.16) are considered as random variables uniformly distributed on \([-1, 1]\). In order to find samples for the obtained random variables, we perturb the last mantissa bit (or previous bits) of the values \( X(r) \) and \( \bar{X}(r) \), \( 0 \leq r \leq 1 \). The algorithm of fuzzy CESTAC method is as follows where \( d \) is a small positive value like \( 10^{-2} \) and \( T_\beta \) is the value of \( T \) distribution with \( N - 1 \) degree of freedom and confidence interval \( 1 - \beta \). If \( N = 3 \) and \( \beta = 0.05 \) then \( T_\beta = 4.303 \).
Algorithm 1:
For \( r = 0(d)1 \) do the following steps [18]:

1) Find \( N \) samples for \( \bar{x}(r) \) and \( \bar{x}(r) \) as
\[
\bar{x}_1(r), \bar{x}_2(r), \ldots, \bar{x}_N(r),
\]
and
\[
\bar{x}'_1(r), \bar{x}'_2(r), \ldots, \bar{x}'_N(r),
\]
by means of the perturbation of the last bit of the mantissa,

2) Compute
\[
\bar{x}_{\text{ave}}(r) = \frac{1}{N} \sum_{i=1}^{N} \bar{x}_i(r),
\]
and
\[
\bar{x}'_{\text{ave}}(r) = \frac{1}{N} \sum_{i=1}^{N} \bar{x}'_i(r),
\]

3) Compute
\[
\bar{s}^2(r) = \frac{1}{N-1} \sum_{i=1}^{N} (\bar{x}_i(r) - \bar{x}_{\text{ave}}(r))^2,
\]
and
\[
\bar{s}'^2(r) = \frac{1}{N-1} \sum_{i=1}^{N} (\bar{x}'_i(r) - \bar{x}'_{\text{ave}}(r))^2,
\]

4) Compute
\[
C_{\bar{x}_{\text{ave}}(r), \bar{x}(r)} = \log_{10} \frac{\sqrt{N} |\bar{x}_{\text{ave}}(r)|}{\tau B \bar{s}(r)},
\]
and
\[
C_{\bar{x}'_{\text{ave}}(r), \bar{x}(r)} = \log_{10} \frac{\sqrt{N} |\bar{x}'_{\text{ave}}(r)|}{\tau B \bar{s}(r)},
\]
as the common significant digits between the exact values \( \bar{x}(r) \) and \( \bar{x}(r) \) and the approximate values \( \bar{x}_{\text{ave}}(r) \) and \( \bar{x}'_{\text{ave}}(r) \) respectively,

5) If
\[
C_{\bar{x}_{\text{ave}}(r), \bar{x}(r)} \leq 0 \text{ or } \bar{x}_{\text{ave}}(r) = 0,
\]
and
\[
C_{\bar{x}'_{\text{ave}}(r), \bar{x}(r)} \leq 0 \text{ or } \bar{x}'_{\text{ave}}(r) = 0,
\]
then write \( \hat{x} = @ .0 \). The implementation of FRK method based on the fuzzy CESTAC method is mentioned in the following algorithm.
Algorithm 2:
1- Let \( n = 1 \), \( i = 1 \) and \( d = 0.1 \).
2- Let \( h = T / 2^n \).
3- For \( r = 0(d)1 \) do the following steps based on the fuzzy CESTAC method:
   3.a) Find \( y_1^{n+1} \) and \( y_2^{n+1} \) by using FRK method mentioned in (2.13),(2.14).
   3.b) Let
   \[
   D_n^{(r)} = |y_1^{n+1} - y_1^n|,
   \]
   and
   \[
   D_n^{(i)} = |y_2^{n+1} - y_2^i|,
   \]
   and put the maximum value of them as \( D_{\max}[i] \).
   3.c) \( i = i + 1 \).
4- Find the maximum element of the array \( D_{\max}[i] \) and call it \( maxdis \) which is the approximation of Hausdorff distance in the stochastic arithmetic. If \( maxdis = @.0 \) then go to step 5 else put \( n = n + 1 \) and go to step 2,
5- Print \( n \) as the optimal iteration and \( (y_1^n, y_2^n) \approx (Y_1(t_j), Y_2(t_j)) \) as the approximate solution of the FIVP (2.5).

3.1 The use of the CADNA library for solving FIVP

According to the previous results, by using the Fuzzy CESTAC method and the CADNA library, we propose to use \( D_H(y^n, y^{n+1}) = @.0 \) as the stopping criterion. For solving FIVP in the stochastic arithmetic we use the algorithm 2 by applying Fuzzy Runge-Kutta method with the initial value \( Y^{(0)} = (y_1^{(0)}, y_2^{(0)}) \). The programs have been written in C++ and executed on a Linux machine using CADNA library. Suppose \( y^n = (y_1^n(h), y_2^n(h)) \), \( y^{n+1} = (y_1^{n+1}(\frac{h}{2}), y_2^{n+1}(\frac{h}{2})) \) are the approximate values of \( Y(t_j) = (Y_1(t_j), Y_2(t_j)) \) in two successive iterations obtained from the Fuzzy Runge-Kutta method, respectively. For the termination criterion, we consider the Hausdorff distance to be an informatical zero (\( @.0 \)).

The following theorem is proved to show the accuracy of FRK to compute the solution of a given FIVP at a point. It is proved, the common significant digits of two sequential results is almost equal to the common significant digits between the approximate and the exact solution. In this theorem, the notation \( C_{a,b} \) means the common significant digits between two distinct real numbers \( a \) and \( b \) in \( \mathbb{R} \) which is defined as \([1]-[5],[17]\)

\[
C_{a,b} = \log_{10} \left| \frac{a + b}{2(a - b)} \right| = \log_{10} \left| \frac{a}{a - b} - \frac{1}{2} \right|. \tag{3.17}
\]

**Theorem 3.1.** Suppose \((y_1^n(h), y_2^n(h))\), \((y_1^n(\frac{h}{2}), y_2^n(\frac{h}{2}))\) are the approximate solutions of \((Y_1(t_j), Y_2(t_j))\) of the FIVP (2.5) in two successive steps of the Fuzzy Runge-Kutta method of the order \( m \). Then

\[
C_{y_1^n(h), y_1^n(\frac{h}{2})} = C_{y_2^n(h), Y_1(t_j)} + \log \frac{2^m + 1}{2m + 1}, \tag{3.18}
\]

\[
C_{y_2^n(h), y_2^n(\frac{h}{2})} = C_{y_2^n(h), Y_2(t_j)} + \log \frac{2^m + 1}{2m + 1}. \tag{3.19}
\]
Proof. If Eq. (3.18) is proved, then Eq. (3.19) can be proved similarly. According to Eq. (2.15), with step size $h$ the local truncation error

$$T_m(h) = y_i^h(t_j) - Y_i(t_j) = \gamma_n h^{m+1} + O(h^{m+2}),$$

(3.20)

and by step size $\frac{h}{2}$ we have

$$T_m(\frac{h}{2}) = y_i^\frac{h}{2}(\frac{h}{2}) - Y_i(t_j) = \gamma_n (\frac{h}{2})^{m+1} + O((\frac{h}{2})^{m+2}).$$

(3.21)

From Eqs. (3.20) and (3.21),

$$y_i^h(t_j) - y_i^\frac{h}{2}(\frac{h}{2}) = y_i^h(t_j) - (y_i^\frac{h}{2}(\frac{h}{2}) - Y_i(t_j)) = \gamma_n h^{m+1} - \gamma_n (\frac{h}{2})^{m+1} + O(h^{m+2})$$

hence

$$y_i^h(t_j) - y_i^\frac{h}{2}(\frac{h}{2}) = (1 - \frac{1}{2^{m+1}})\gamma_n h^{m+1} + O(h^{m+2}).$$

Furthermore,

$$\frac{y_i^\frac{h}{2}(\frac{h}{2}) + Y_i(t_j)}{2(y_i^h(t_j) - Y_i(t_j))} = \frac{y_i^\frac{h}{2}(\frac{h}{2})}{y_i^h(t_j) - Y_i(t_j)} - \frac{1}{2} = \frac{y_i^\frac{h}{2}(\frac{h}{2})}{\gamma_n h^{m+1}(1 + O(h))} + O(1).$$

From Definition (3.17),

$$C_{y_i^h(t_j), Y_i(t_j)} = \log \left| \frac{y_i^\frac{h}{2}(\frac{h}{2})}{\gamma_n h^{m+1}(1 + O(h))} + O(1) \right| = \log \left| \frac{y_i^\frac{h}{2}(\frac{h}{2})}{\gamma_n h^{m+1}} \right| + \log (1 + O(h)) = \log \left| \frac{y_i^\frac{h}{2}(\frac{h}{2})}{\gamma_n h^{m+1}} \right| + O(h).$$

(3.22)

And

$$C_{y_i^\frac{h}{2}(\frac{h}{2}), Y_i(t_j)} = \log \left| \frac{y_i^\frac{h}{2}(\frac{h}{2})}{\gamma_n h^{m+1}(1 + O(h))} + O(1) \right| = \log \left| \frac{y_i^\frac{h}{2}(\frac{h}{2})}{\gamma_n h^{m+1}} \right| + \log (1 + O(h))$$

(3.23)

According to (3.22), (3.23)

$$C_{y_i^\frac{h}{2}(\frac{h}{2}), Y_i(t_j)} = C_{y_i^\frac{h}{2}(\frac{h}{2}), Y_i(t_j)} + \log \left( \frac{2^{m+1}}{2^{m+1} - 1} \right) + O(h).$$

If the convergence zone is reached, i.e., if the term $O(h)$ becomes negligible, the significant digits common to two successive approximations $y_i^h(t_j)$ and $y_i^\frac{h}{2}(\frac{h}{2})$ are also in common with the exact result $Y_i(t_j)$, up to one bit. Indeed the term $\log \left( \frac{2^{m+1}}{2^{m+1} - 1} \right)$ decreases as $m$ increases and for $m \geq 1$ term tends to zero.
For example in the fuzzy Runge-Kutta method of the order fourth:

\[
C_{\frac{h}{2}}^{\delta}(h), y(\frac{h}{2}) = C_{\frac{h}{2}}^{\delta}(h), y(t) + \log\frac{32}{31} + O(h).
\]

Eq. (3.18) shows that, if the fuzzy Runge-Kutta method is used in order to estimate \( Y(1) \) then, for \( h \) small enough, the number of common significant digits between \( Y(h) \) and \( Y(\frac{h}{2}) \) is almost equal to the number of common significant digits between \( Y(t) \) and \( Y(\frac{h}{2}) \). Therefore, if the fuzzy CESTAC method is used then, the computations of the sequence \( y_i^n(h) \)'s are stopped when for an index like \( h_{opt}, D_H \left(y_1(h_{opt}), y_1(\frac{1}{2}h_{opt}) \right) \geq 0 \). In this case, \( Y(h_{opt}) \) is an approximation of \( Y(t) \).

4 Numerical Examples

Since, the results of the iterative methods are obtained in the floating-point arithmetic, the termination criterion depends on a positive number like \( e \). So, the final results may not be accurate or the number of iterations may increase without increasing the accuracy of the results. Therefore, the validation of the computed results is important. In this case, because of the round-off error propagation, the computer may not able to improve the accuracy of the computed solution. The fuzzy CESTAC method is an efficient method in order to estimate the accuracy of the results and find the optimal number of iterations. In the following examples, the results are obtained based on the Algorithm 2 and by applying the fuzzy Runge-Kutta method of order 4 (FRK4). The results in the tables have been provided by the CADNA library and C++ codes in double precision.

Let the interval \([0, T]\) is divided into \( N = 2^n \) sub-intervals, \( n = 1, 2, 3, \ldots \) the value \( n \) is increased until the termination criterion in algorithm 2 is satisfied.

Example 4.1. Consider the fuzzy initial value problem [6],[20].

\[
y'(t) = y(t), t \in I = [0, T] = [0, 1], \\
y(0) = (0.75 + 0.25e, 1.125 - 0.125e), r \in (0, 1].
\]

The exact solution is given by

\[
Y_1(t; r) = y_1(0; r)e^r, Y_2(t; r) = y_2(0; r)e^r,
\]

then

\[
Y(t; r) = \left[(0.75 + 0.25r)e^r, (1.125 - 0.125r)e^r\right], r \in (0, 1].
\]

Which at \( t = 1 \),

\[
Y(1; r) = [(0.75 + 0.25r)e, (1.125 - 0.125r)e], r \in (0, 1].
\]

By using the Runge-Kutta method of order 4, we have

\[
y_1(t_{n+1}; r) = y_1(t_n; r) \left[1 + h + \frac{h^2}{2} + \frac{h^3}{6} + \frac{h^4}{24}\right], \\
y_2(t_{n+1}; r) = y_2(t_n; r) \left[1 + h + \frac{h^2}{2} + \frac{h^3}{6} + \frac{h^4}{24}\right],
\]
Table 1: Numerical results of Example 4.1

<table>
<thead>
<tr>
<th>n</th>
<th>$h = \frac{1}{2n}$</th>
<th>r</th>
<th>$\gamma_1(1,r)$</th>
<th>$\gamma_2(1,r)$</th>
<th>$D_{\text{TE}}(\gamma_2(h),\nu_1^*(\frac{h}{2}))$</th>
<th>$D_{\text{TE}}(Y_1(\nu_2),\nu_1^*(\frac{h}{2}))$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5</td>
<td>0.0</td>
<td>0.2038006964353586E+00</td>
<td>0.0307014465332898E+00</td>
<td>0.10139465533203E+01</td>
<td>0.100529168439E-02</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.1</td>
<td>0.2106943528393918E+00</td>
<td>0.3023047679399481E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>0.2173787953123500E+00</td>
<td>0.298908081054686E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.2271463914066252E+00</td>
<td>0.2717461914066225E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>0.25</td>
<td>0.0</td>
<td>0.2038054754400999E+00</td>
<td>0.0307996186614845E+00</td>
<td>0.9717162694565E-03</td>
<td>0.8087544937E-04</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.1</td>
<td>0.2108612028181024E+00</td>
<td>0.3024008557364474E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>0.2174567851361053E+00</td>
<td>0.299903093312485E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.2271806990313204E+00</td>
<td>0.271829093920324E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.125</td>
<td>0.0</td>
<td>0.2038075632312256E+00</td>
<td>0.030806144906832E+00</td>
<td>0.7528836733E+00</td>
<td>0.50070467E-05</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.1</td>
<td>0.2106665544229478E+00</td>
<td>0.3024042890443641E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>0.2174621475533810E+00</td>
<td>0.29990452883848E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.22728784441673E+00</td>
<td>0.27182788441673E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>0.032500E-001</td>
<td>0.0</td>
<td>0.203871112553545E+00</td>
<td>0.03080666878331E+00</td>
<td>0.52379143E-05</td>
<td>0.3691332E-06</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.1</td>
<td>0.21066616257699E+00</td>
<td>0.3024081619138989E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>0.21746250077243E+00</td>
<td>0.299901695057464E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.22728215003405E+00</td>
<td>0.27182815003405E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5</td>
<td>0.312500E-001</td>
<td>0.0</td>
<td>0.20387133555539E+00</td>
<td>0.03080670333759E+00</td>
<td>0.345454E-06</td>
<td>0.23678335608E+07</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.1</td>
<td>0.2106664003492E+00</td>
<td>0.302408310474491E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>0.2174625425529851E+00</td>
<td>0.299901099838E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.2272821807411E+00</td>
<td>0.2718281807411E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>6</td>
<td>0.15625E-001</td>
<td>0.0</td>
<td>0.20387117034437E+00</td>
<td>0.03080670551704E+00</td>
<td>0.221799E-07</td>
<td>0.1498E-08</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.1</td>
<td>0.21066648162324E+00</td>
<td>0.30240835267802E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>0.21746254617014E+00</td>
<td>0.2999011009938E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.2272821827126E+00</td>
<td>0.2718281827126E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>7</td>
<td>0.75125E-002</td>
<td>0.0</td>
<td>0.203871171218E+00</td>
<td>0.03080670569221E+00</td>
<td>0.140E-08</td>
<td>0.94318775012432E-01</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.1</td>
<td>0.210666481699E+00</td>
<td>0.302408485340674E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>0.2174625462700E+00</td>
<td>0.299901121272E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.227282182875E+00</td>
<td>0.2718282182875E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>8</td>
<td>0.39062E-002</td>
<td>0.0</td>
<td>0.203871131406E+00</td>
<td>0.0308067057045E+00</td>
<td>0.018E-10</td>
<td>0.5E-011</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.1</td>
<td>0.210666481703E+00</td>
<td>0.30240848534154E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>0.21746254625762E+00</td>
<td>0.299901112996E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.2272821828435E+00</td>
<td>0.2718281828435E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>9</td>
<td>0.1953125E-002</td>
<td>0.0</td>
<td>0.203871131434E+00</td>
<td>0.0308067057081E+00</td>
<td>0.0E-011</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.1</td>
<td>0.210666481705E+00</td>
<td>0.3024084853416E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>0.21746254625762E+00</td>
<td>0.299901112996E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.2272821828435E+00</td>
<td>0.2718281828435E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>0.9765625E-003</td>
<td>0.0</td>
<td>0.20387113143411E+00</td>
<td>0.0308067057061E+00</td>
<td>0.0E-012</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.1</td>
<td>0.210666481705E+00</td>
<td>0.3024084853416E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>0.2</td>
<td>0.21746254625762E+00</td>
<td>0.299901112996E+00</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>0.22728218284881E+00</td>
<td>0.271828184881E+00</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
According to Table 1, it has been found the optimal step size \( h_{\text{opt}} = \frac{1}{2^{10}} \).

Also, it can be compared the Hausdorff distance between the approximate solutions \( y^n(h) \) and \( y^n(h') \) in two successive iterations with the Hausdorff distance between the exact solution \( Y(t_j) \) and approximate solution \( y^n(h) \) of Eq. (4.24) in the \( t_j = 1 \). The numerical solution in different \( r \) is observed in columns \( y_1(1;r) \) and \( y_2(1;r) \) which is optimized at \( n = 10 \).

**Example 4.2.** Consider the fuzzy initial value problem [15],

\[
y'(t) = f(y(t)) = cy(t), t \in I = [0, 1],
\]

\[
y(0) = y_0, y_0 = (8/8.5/9), c = (1/2/3).
\]  

The exact solution is

\[
Y_1(t;r) = y_1(0;r)e^{c_1t} = (8 + 0.5r)e^{(1+r)t},
\]

\[
Y_2(t;r) = y_2(0;r)e^{c_2t} = (9 - 0.5r)e^{(3-r)t}.
\]

with the initial condition \((y_1(0), y_2(0))\). The results of FRK4 method at \( t_j = 1 \) are shown in Table 2.
Table 2: Numerical results of Example 4.2

<table>
<thead>
<tr>
<th>n</th>
<th>h = \frac{1}{2^i}</th>
<th>\begin{array}{c} y_1(1,r) \ y_2(1,r) \ D_H(y_1, y_2) \ D_H(y_1, y_2) \end{array}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5</td>
<td>\begin{array}{c} 0.217387695311254E+00 \ 0.214106671295490E+00 \ 0.2687173347860E+00 \ 0.627694777357548E+00 \ 0.627637447335754E+00 \ 0.627637447335754E+00 \end{array}</td>
</tr>
<tr>
<td>2</td>
<td>0.25</td>
<td>\begin{array}{c} 0.217456214755333E+00 \ 0.2141836861690E+00 \ 0.268892508895536E+00 \ 0.628035548256982E+00 \ 0.628067462534835E+00 \ 0.628067462534835E+00 \end{array}</td>
</tr>
<tr>
<td>3</td>
<td>0.125</td>
<td>\begin{array}{c} 0.21746253302749E+00 \ 0.214183531815378E+00 \ 0.268892938010652E+00 \ 0.628067646525589E+00 \ 0.628067646525589E+00 \ 0.628067646525589E+00 \end{array}</td>
</tr>
<tr>
<td>4</td>
<td>0.02500E-001</td>
<td>\begin{array}{c} 0.21746253302749E+00 \ 0.214183531815378E+00 \ 0.268892938010652E+00 \ 0.628067646525589E+00 \ 0.628067646525589E+00 \ 0.628067646525589E+00 \end{array}</td>
</tr>
<tr>
<td>5</td>
<td>0.01250E-001</td>
<td>\begin{array}{c} 0.21746253302749E+00 \ 0.214183531815378E+00 \ 0.268892938010652E+00 \ 0.628067646525589E+00 \ 0.628067646525589E+00 \ 0.628067646525589E+00 \end{array}</td>
</tr>
<tr>
<td>6</td>
<td>0.01562E-01</td>
<td>\begin{array}{c} 0.21746253302749E+00 \ 0.214183531815378E+00 \ 0.268892938010652E+00 \ 0.628067646525589E+00 \ 0.628067646525589E+00 \ 0.628067646525589E+00 \end{array}</td>
</tr>
<tr>
<td>7</td>
<td>0.07512E-02</td>
<td>\begin{array}{c} 0.21746253302749E+00 \ 0.214183531815378E+00 \ 0.268892938010652E+00 \ 0.628067646525589E+00 \ 0.628067646525589E+00 \ 0.628067646525589E+00 \end{array}</td>
</tr>
<tr>
<td>8</td>
<td>0.39062E-02</td>
<td>\begin{array}{c} 0.21746253302749E+00 \ 0.214183531815378E+00 \ 0.268892938010652E+00 \ 0.628067646525589E+00 \ 0.628067646525589E+00 \ 0.628067646525589E+00 \end{array}</td>
</tr>
<tr>
<td>9</td>
<td>0.195312E-02</td>
<td>\begin{array}{c} 0.21746253302749E+00 \ 0.214183531815378E+00 \ 0.268892938010652E+00 \ 0.628067646525589E+00 \ 0.628067646525589E+00 \ 0.628067646525589E+00 \end{array}</td>
</tr>
<tr>
<td>10</td>
<td>0.976562E-03</td>
<td>\begin{array}{c} 0.21746253302749E+00 \ 0.214183531815378E+00 \ 0.268892938010652E+00 \ 0.628067646525589E+00 \ 0.628067646525589E+00 \ 0.628067646525589E+00 \end{array}</td>
</tr>
<tr>
<td>11</td>
<td>0.48212E-03</td>
<td>\begin{array}{c} 0.21746253302749E+00 \ 0.214183531815378E+00 \ 0.268892938010652E+00 \ 0.628067646525589E+00 \ 0.628067646525589E+00 \ 0.628067646525589E+00 \end{array}</td>
</tr>
</tbody>
</table>
5 Conclusion

In this paper, we observed that the use of the fuzzy CESTAC method and the CADNA library allow us to find the optimal step \( h_{\text{opt}} \) of the fuzzy Runge-Kutta methods (FRK). In other word, via the stochastic arithmetic, by determining the \( h_{\text{opt}} \), the step size in Fuzzy Runge-Kutta methods is controlled and the solution of the fuzzy initial value problem is validated. It was shown that, it is possible, by using the optimal termination criterion which uses the computational zero, to stop correctly the iterative process, to save computer time, to estimate the accuracy of the results and to find the optimal step size and the best result computationally in the fuzzy Runge-Kutta methods by applying the CADNA library. This idea can be done for other kinds of the numerical methods to solve a fuzzy differential equation.
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