Using Hierarchical Adaptive Neuro Fuzzy Systems And Design Two New Edge Detectors In Noisy Images
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Abstract
One of the most important topics in image processing is edge detection. Many methods have been proposed for this end but most of them have weak performance in noisy images because noise pixels are determined as edge. In this paper, two new methods are represented based on Hierarchical Adaptive Neuro Fuzzy Systems (HANFIS). Each method consists of desired number of HANFIS operators that receive the value of some neighbouring pixels and decide central pixel is edge or not. Simple train images are used in order to set internal parameters of each HANFIS operator. The presented methods are evaluated by some test images and compared with several popular edge detectors. The experimental results show that these methods are robust against impulse noise and extract edge pixels exactly.
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1 Introduction
The edge detection is considered as one of the most significant topics in the field of image processing and computer vision. Edge detection is used in several problems such as image classification, image segmentation, image recognition and etc [1, 13, 15, 5, 2]. The edge detection is usually used as the first step. So, the results of next steps are related to the accuracy of edge detection phase. Edges are located at the boundary between two dissimilar regions. Edge pixels can be detected easily because their values are so different with their adjacent pixels. But in the presence of noise, this simple definition of edge pixels isn’t good because the values of noise pixels are very different with adjacent too [16]. Most of edge detectors include three basic steps: Smoothing, Detection and localization. But if image is corrupted by noise, noise removal operator will be required. There are many attempts have been made to remove noise exactly. Lou [9] proposed a new method that has two steps: fuzzy impulse detection and impulse noise cancellation. The histogram of image is used at first step that the two peaks at the ends of it give the
intensity values of noise. At second step, the value of noisy pixel is replaced by a linear combination of its original value and the median of noise free pixels. Lou’s method has been adopted by Toh and et al [14]. Their method has two steps similar to the previous one. However, maximum value of gradient in neighbours of noisy pixels is used to decrease the noise. However, these approaches have weak performance in dealing with images without impulse noise.

Another method, based on bio-inspired bacterial foraging (BF) algorithm, have been proposed by Verma and et al [16]. Edge pixels can be extracted by their approach directly in images that are corrupted by impulse noise. Verma’s method uses BF algorithm in order to detect edge pixels and noisy pixels are corrected by fuzzy median filter. But using BF algorithm has increased the computational complexity.

Adaptive Neuro Fuzzy systems is utilized by Yuksel [17] in order to edge detection in noisy images. He suggested an operator that contains a desired number of adaptive Neuro Fuzzy sub detector and a postprocessor. A 3*3 window is moved on the noisy image and each sub detector receives two adjacent with central pixel and determines central pixel is edge or not. The advantage of this method is that edge pixel is determined directly and doesn’t need removal noise operator. But if the window size is increased and the number of neighboring pixels are involved more in decision-making, then it can lead to better results, especially in images with great deal of noise [11]. Nevertheless, by increasing the number of input neuro-fuzzy systems, the training time will be increased exponentially [6, 10].

In this paper two novel methods are presented based on Hierarchical Adaptive Neuro Fuzzy inference systems (HANFIS). Using more pixels and decline the training time are the advantages of these new methods. The experimental results show that these proposed methods perform significantly better than many other well-known techniques and robust against salt and pepper noise and can preserve more details of image.

The remainder of this paper is organized as follows. In Section 2, Adaptive neuro fuzzy inference system is briefly explained. The details of our methods are proposed in Section 3. Experimental results are presented in Section 4. Finally, Section 5 concludes the paper.

2 Adaptive Neuro-Fuzzy Inference System

Neuro fuzzy systems have been used in many areas such as classifications, Rule-based expert systems, Time series predictions and etc [6]. An adaptive neuro fuzzy system is actually a reasoning fuzzy system that can be trained by some train data and its internal parameters be tuned. Using neural networks provide supervised learning to create nonlinear relation between input and output data. For a better understanding, a system with two inputs x and y and an output f is considered based on Fig. 1.

![Figure 1: Structure of Adaptive Neuro Fuzzy Inference System (ANFIS) with two inputs](image)

Action of nodes in each layer is similar to each other. fuzzification is done at first layer. $A_l$ and $B_l$ are linguistics variables that have their particular membership functions. The second layer executes the T-norm of the antecedent part of the fuzzy rules, at third layer, the membership functions is normalized by:

$$\bar{w}_l = \frac{w_l}{w_1+w_2}$$ (1)
At the fourth layer, consequent parameters are calculated based on:
\[ \bar{w}_i f_i = \bar{w}_i (p_i x + q_i y + r_i) \]  (2)

The values of \( r, p \) and \( q \) parameters are determined by training phase. Finally, the last layer computes the overall output as the summation of all incoming signals [6].
\[ \sum_i \bar{w}_i f_i = \sum_i \bar{w}_i \]  (3)

There are various methods in order to train ANFIS that can be referred to [6]. But as previously mentioned, by increasing the number of inputs and membership functions, the number of fuzzy rules exponentially will be increased and too much time will be spent in order to training [10]. To solve this problem, many solutions have been proposed that one of the most effective method is Hierarchical Adaptive Neuro Fuzzy Inference System (HANFIS) [12]. HANFIS includes multiple neuro fuzzy systems that their structures were mentioned previously and in different levels are connected to each other. In HANFIS model, the inputs are put into a collection of low-dimensional fuzzy logic units, instead of a single high-dimensional fuzzy logic system. HANFIS dramatically reduces the total number of involved fuzzy rules. In the conventional HANFISs, the outputs of ANFISs in the previous layer are used as the input linguistic variables of the next layer [8, 7, 12].

3 Proposed methods

3.1. The first method

In order to increase the accuracy of the edge pixels, a 5 x 5 window is moved over the image from beginning to end, and each time from the neighboring pixels, some of them are selected. Structure of operator is shown in Fig. 2.

![Figure 2: Structure of edge detector. The pixels applied to the inputs of each part in the structure are chosen so as to utilize the information from a different pixel neighborhood](image)

Each part in Fig. 2 is an adaptive neuro fuzzy inference system. The outputs of all parts are put to postprocessor. The postprocessor determines the final output based on averaging. Details of each part are seen in Fig. 3. Although all parts have the same structure but their inputs are different. Selected pixels of each part are displayed in Fig. 4.

![Figure 3: Structure of each edge detector part](image)
In Fig. 4, the selected pixels for each part are seen. This choice is done completely optional but usually edge pixels in local area have an order similar a, b, c or d. Each part receives values of central pixels and its neighbors as inputs. The values of neighbors are given to ANFIS at first layer and their outputs with value of central pixel are sent to ANFIS at second layer.

### 3.2 Second method

The total structure of operator is the same as Fig. 2; however, implementation of sub-detectors is based on Fig. 5. In this method, central pixel is ignored and four inputs are used to determination. In this method, neighboring pixels are divided into two groups according to their proximity. Two farther neighboring pixels that are symmetrical to each other will be sent to ANFIS at first layer. The output of first layer along with the two closer neighbors and symmetrical to each other will be sent to ANFIS at second layer. The reason of this decision is that closer neighbors have more decisive role than distant neighbors. Selected pixels of each part are displayed in Fig. 6.

### 3.3 Structure of Sub Adaptive Neuro Fuzzy Inference Systems

Each ANFIS is a first-order Sugeno type fuzzy inference system with 2 or 3 inputs and 1 output. The internal structures of the ANFIS operators are identical to each other. Each input has 3 generalized bell type membership functions and the output has a linear membership function. Let $X_1, X_2$ denote the inputs of the NF subdetector and $Y$ denote its output. Each possible combination between inputs and their membership functions is represented by a rule in the rule base of the ANFIS operator. So, the rule base contains a total of $9 (3^2)$ rules, which are as follows:
1. If \((x_1, x_2)\) and \((y_1, y_2)\) then \(R_1 = F_1(x_1, x_2)\)
2. If \((z_1)\) and \((z_2)\) then \(R_2 = F_2(z_1, z_2)\)
3. If \((u_1, u_2)\) and \((u_3, u_4)\) then \(R_3 = F_3(u_1, u_2)\)

In the above rules, \(M_{ij}\) represents the jth membership function of ith input, \(R_k\) represents Kth rule and \(F_k\) represents kth output of membership function. \(M_{ij}\) is calculated by:

\[
M_{ij}(u) = \frac{1}{1 + \frac{(u-a_{ij})^2}{b_{ij}}} \\
\]

where \(a, b\) and \(c\) are coefficients that determine the range of the membership function and its value will be determined based on the training data. According to the number of inputs at second layer and the number of associated membership functions, the rule base contains 27 rules. Thus, in the first method, each part has totally 45 rules that should be decided. If this operator was not designed hierarchical then the number of rules would be 243 and training time would be increased exponentially.

In the second method, the numbers of rules are 9 for first and 27 for second layer and totally are 36 that are so less than the number of rules in ordinary neuro fuzzy system with 81 rules.

3.4. The postprocessor
The outputs of all Hierarchical Neuro Fuzzy Systems are sent to the postprocessor and this part represents final decision based on average of them. The outputs of each part are in the interval \([0, 1]\). If the average is greater than the threshold 0.5, the output of postprocessor will be one and zero otherwise that respectively it is interpreted pixel x is edge or not.

3.5. Training Adaptive Neuro Fuzzy Inference System
The internal parameters of each sub neuro-fuzzy inference system must be tuned by train phase. Each sub system is trained individually. An arbitrary image such as Fig. 7a is selected and edge pixels as desired output will be extracted by canny edge detector. The desired output is actually Fig. 7b. Fig. 7c shows the selected image that is corrupted by impulse noise. The noisy image is used as train image in order to train sub neuro fuzzy inference systems. Thus, Fig. 7b and Fig. 7c are considered as desired output and input image, respectively. Each time the output of sub system is compared with desired output and required changes are applied on internal parameters based on Levenberg–Marquardt optimization algorithm [6]. Since sub neuro fuzzy inference systems are hierarchical, neuro fuzzy system at first layer should be trained and their results are used in order to train neuro fuzzy system at second layer [8].
Experimental results

The proposed methods are implemented and used to a number of popular test images such as Pepper, Pirate, airplane and Baboon which are shown in Fig. 8. All of test image are gray level and with dimension 256*256.

First row of Table 1 all includes test images that are corrupted by 10% impulse noise. Next row of table are the results of Sobel edge operator [4] and Third row of table are the results of Canny edge detector [3], both are the default parameters of the MATLAB. The results of Yuksel [17] edge detector with 8 sub neuro fuzzy system are shown in fourth row of table. The results of our proposed methods are shown in the next rows.

As seen in the Table 1, the results of Sobel and Canny edge detector are very weak and the great deal of noise is shown as edge. Yuksel method [17] has good performance and extract edges successfully. The results show that this method robust against the noise. But its efficiency in Baboon image isn’t suitable.
Table 1: Results of our proposed methods, Yuksel method, Sobel and Canny operator

<table>
<thead>
<tr>
<th>Test images with noise 10%</th>
<th>Results of Sobel operator</th>
<th>Results of Canny operator</th>
<th>Results of Yuksel[17] with 8 NF</th>
<th>Results of first method</th>
<th>Results of second method</th>
</tr>
</thead>
</table>


Table 2: Results of our propose methods, Yuksel method, Sobel and Canny operator

<table>
<thead>
<tr>
<th>Test images with noise 20%</th>
<th>Results of Sobel operator</th>
<th>Results of Canny operator</th>
<th>Results of Yuksel [17] with 8 NF</th>
<th>Results of first method</th>
<th>Results of second method</th>
</tr>
</thead>
</table>
In Table 2 the same test images are corrupted by 20% impulse noise. By increasing the measure of noise, the results of Yuksel’s method are weaker than previous. The results of our first proposed method in Table 1 and 2 show that this method has suitable performance and removes noise more accurate than Yuksel’s method but some edge pixels are ignored in results by this method and the results of Yuksel’s method are better than our first method totally. At our first method, farther neighboring pixels and closer neighboring pixels of central pixel have same priority and they are applied together by ANFIS at first layer.

The results of our second method are shown in row of Table 1 and 2. The results show that this method in addition to robust against the noise can well preserve details of image, too. The reason of improving results is that using farther neighboring pixels in ANFIS at first layer is caused impulse noise is removed truly and applying outputs of first layer with closer neighboring pixels helps to detect edge pixels accurately.

5 Conclusion

In this paper, two new methods are represented based on Hierarchical Adaptive Neuro Fuzzy Inference Systems (HANFIS) to create edge detection in noisy images. The edges pixels are extracted by proposed methods directly without requiring the filtering of the noise. Hierarchical structure of proposed operators caused our methods to have more flexibility and more performance than similar methods and provides the possibility of using more neighboring pixels. Another advantage of these methods is that they don’t require parameter setting and can be taught by each arbitrary image. The results show that these operators remove noise with high accuracy and are well able to extract edges. The results of second method is better than those of first, because the neighboring pixels are divided into two groups farther neighboring and closer neighboring pixels and the second has more effect on determination of edge pixels.
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